# Evaluation of a Kernel Associated with Laminar Flow Tubular Catalytic Reactors 

By Chul-Hee Kim and R. E. Gilbert

Introduction. Katz [2] has proposed a method of analysis of tubular catalytic reactors which, in principle, will allow the determination of the actual kinetics of the surface reaction even in the presence of a moderately slow rate of diffusion to and from the surface. The catalyst is deposited on the tube wall and the reacting fluid allowed to flow past under conditions of known hydrodynamics. The reader is referred to the original paper for further details.

A case of particular importance is that for which flow is laminar. For this case, the analysis yields an integral equation involving a kernel

$$
\begin{equation*}
M(\theta)=\left.(\partial H / \partial \theta)\right|_{y=1} \tag{1}
\end{equation*}
$$

where $H(y, \theta)$ is defined by

$$
\begin{gather*}
\frac{\partial}{\partial y}\left(y \frac{\partial H}{\partial y}\right)=4 y\left(1-y^{2}\right) \frac{\partial H}{\partial \theta} \\
y=0, \quad H \text { bounded }  \tag{2}\\
y=1, \quad \partial H / \partial y=1 \\
\theta=0, \quad H=0
\end{gather*}
$$

The precise evaluation of $M(\theta)$ in a form suitable for computation is the subject of this paper. The variable $\theta$ must assume all positive real values.

Exact Solution. To obtain an exact solution to (2) let

$$
\begin{equation*}
H(y, \theta)=\theta+W(y)+G(y, \theta) . \tag{3}
\end{equation*}
$$

Then the differential equation for $H$ can be resolved into the following two problems:

$$
\begin{gather*}
\frac{d}{d y}\left(y \frac{d W}{d y}\right)=4 y\left(1-y^{2}\right) \\
y=0, \quad W \text { bounded }  \tag{4}\\
y=1, \quad d W / d y=1
\end{gather*}
$$

and

$$
\begin{gather*}
\frac{\partial}{\partial y}\left(y \frac{\partial G}{\partial y}\right)=4 y\left(1-y^{2}\right) \frac{\partial G}{\partial \theta} \\
y=0, \quad G \text { bounded }  \tag{5}\\
y=1, \quad \partial G / \partial y=0 \\
\theta=0, \\
\theta=-W(y)
\end{gather*}
$$
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These two problems, (4) and (5), along with Eq. (3), are consistent with Eq. (2).
The solution to (4) is

$$
\begin{equation*}
W(y)=B_{0}+y^{2}-y^{4} / 4 \tag{6}
\end{equation*}
$$

where $B_{0}$ is an integration constant which need not be determined for our purpose.
The solution to (5) may now be obtained by separation of variables as

$$
\begin{equation*}
G(y, \theta)=A_{0}+\sum_{n=1}^{\infty} A_{n} \phi_{n}(y) e^{-\lambda_{n} \theta} \tag{7}
\end{equation*}
$$

where the constants $A_{n}$ are given by the following ratio of two integrals:

$$
\begin{equation*}
A_{n}=\frac{\int_{0}^{1} 4 y\left(1-y^{2}\right)\left(y^{4} / 4-y^{2}\right) \phi_{n}(y) d y}{\int_{0}^{1} 4 y\left(1-y^{2}\right) \phi_{n}{ }^{2}(y) d y}, \quad n=1,2, \cdots . \tag{8}
\end{equation*}
$$

The functions $\phi_{n}(y)$ are eigensolutions to the Sturm-Liouville system

$$
\begin{gather*}
\frac{d}{d y}\left(y \frac{d \phi_{n}}{d y}\right)+4 y\left(1-y^{2}\right) \lambda_{n} \phi_{n}=0 \\
y=0, \quad \phi_{n}{ }^{\prime}=0  \tag{9}\\
y=1, \quad \phi_{n}{ }^{\prime}=0
\end{gather*}
$$

The first 20 eigenvalues, $\lambda_{n}$, for (9) have been tabulated by Dranoff [1] along with the functions $\phi_{n}(y)$ and the denominator integral of (8). The normalizing condition $\phi_{n}(0)=1$ was chosen for convenience in computation. Using the approach of Sellars et al. [4], Dranoff also derived some important approximate formulas for $\lambda_{n}$ and $\phi_{n}$ valid for large $n$.

By manipulation of (9) it can be shown [3] that the numerator in (8) is equal to $-\phi_{n}(1) / \lambda_{n}$. Hence we may write

$$
\begin{equation*}
A_{n}=-\phi_{n}(1) / \lambda_{n} N_{n} \tag{10}
\end{equation*}
$$

where $N_{n}$ is the normalizing integral appearing in the denominator of (8). Putting (6), (7), and (8) into (3), we obtain

$$
\begin{equation*}
H(y, \theta)=\theta+B_{0}+y^{2}-\frac{y^{4}}{4}+A_{0}-\sum_{n=1}^{\infty} \frac{\phi_{n}(1)}{\lambda_{n} N_{n}} \phi_{n}(y) e^{-\lambda_{n} \theta} \tag{11}
\end{equation*}
$$

and applying (1) to Eq. (11) yields the desired kernel

$$
\begin{equation*}
M(\theta)=1+\sum_{n=1}^{\infty} \frac{\phi_{n}^{2}(1)}{N_{n}} e^{-\lambda_{n} \theta} . \tag{12}
\end{equation*}
$$

Notice that neither $A_{0}$ nor $B_{0}$ appears in (12). This equation is simpler than the expression originally derived by Katz [2] in that it contains only one integral, $N_{n}$.

Numerical Evaluation of the Kernel. Equation (12) requires more and more terms as $\theta$ approaches zero. Using Dranoff's results [1], we were able to get satisfactory convergence of (12) down to about $\theta=0.015$. An asymptotic solution for small $\theta$ is developed in the Appendix. It takes the form

$$
\begin{equation*}
M(\theta) \sim(.256 \cdots) \theta^{-2 / 3} \quad \text { as } \theta \rightarrow 0 \tag{13}
\end{equation*}
$$

Unfortunately, Eq. (12) using 20 terms does not give satisfactory agreement with Eq. (13) for the range of $\theta$ near 0.015 . Hence it was necessary to extend the work of Dranoff.

Since Dranoff has supplied approximations to the eigenvalues and eigensolutions for large $n$, the first effort was to use these for values of $n$ above 20 . Dranoff's equations yield

$$
\begin{equation*}
\lambda_{n} \sim 4\left(n+\frac{1}{3}\right)^{2}, \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{n}(1) \sim \frac{(-1)^{n} 3^{1 / 6}}{2^{1 / 3} \Gamma(2 / 3)(3 n+1)^{1 / 3}}=\frac{(-1)^{n} \times .7039 \cdots}{(3 n+1)^{1 / 3}} \tag{15}
\end{equation*}
$$

In addition, following Sellars et al. [4], it is easily shown that

$$
\begin{equation*}
N_{n}=-\left.\phi \frac{\partial^{2} \phi}{\partial \lambda \partial y}\right|_{y=1 ; \lambda=\lambda_{n}} \sim-\frac{.75}{3 n+1} . \tag{16}
\end{equation*}
$$

These three approximations are all that are required in (12).
Comparing results from (14), (15), and (16) with actual values at $n=20$ reveals that (16) gives values accurate to about $.02 \%$, (14) is valid to within $0.1 \%$, but (15) is good only to within about $1.7 \%$. The total error in the quantity $\phi_{n}{ }^{2}(1) / N_{n}$ at $n$ $=20$ is $3.5 \%$ when calculated from (15) and (16). In view of the fact that many terms are required in (12) for small $\theta$, this error was deemed excessive. Hence Dranoff's eigenvalues were extended by direct integration of (9).

Using the Runge-Kutta-Gill integration scheme with double-precision arithmetic on the IBM 360, the eigenvalues of (9) from $n=1$ to $n=41$ were computed. The overall method for extracting these eigenvalues was that described by Dranoff. The calculations at each $n$ were stopped when $\phi_{n}{ }^{\prime}(1)$ was found to be less than $10^{-13}$. These calculations are summarized in Table 1. The interval of integration for the Runge-Kutta-Gill algorithm is shown in the second column. All results from $n=1$ to $n=20$ agree very closely with those of Dranoff. As a further check on the integration procedure, the last two columns present the numerator integral of Eq. (7) as calculated by direct integration and from its mathematical equivalent, $-\phi_{n}(1) / \lambda_{n}$. Agreement between the two columns is very good.

Using all 41 eigenvalues in Eq. (12), satisfactory convergence was obtained down to about $\theta=.001$. Figure 1 is a plot of $M(\theta)$ on logarithmic coordinates. The asymptote approached for $\theta>.3$ is Eq. (12), using only the first term of the series. The dashed line at the left edge is Eq. (13). It can be seen that $M(\theta)$ is approaching this line asymptotically, although exact agreement is still lacking even at $\theta=.001$.

With these values of the kernel it now becomes possible to test the efficacy of Katz' method for analyzing laminar flow catalytic reactors. The first part of such a program, using computer simulation of a reactor, is now nearing completion.

It has been found that, provided $M(\theta)$ is known accurately down to about .002 , only its integral need be known over $0<\theta<.002$ in order to carry out the convolution. The importance of Eq. (13) is then readily seen, as without it there would be no means for estimating such an integral. Furthermore, over this small range of
Table 1-Continued

| $n$ | $\Delta y$ | $\lambda_{n}$ | $\phi_{n}(1)$ | $N_{n}$ |  | $\begin{gathered} -\phi_{n}(1) / \lambda_{n} \\ \left(\times 10^{3}\right) \end{gathered}$ | Numerator of (8) by direct integration $\left(\times 10^{3}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 21 | . 001 | 1818.8331 | $-.17894013$ | . 011720476 |  | . 098381830 |  | . 098381814 |
| 22 | . 001 | 1993.4760 | . 17614077 | . 011195572 | - | . 088358610 | - | . 088358595 |
| 23 | . 001 | 2176.1198 | $-.17350744$ | . 010715673 |  | . 079732485 |  | . 079732469 |
| 24 | . 001 | 2366.7642 | . 17102370 | . 010275229 | - | . 072260557 | - | . 072260534 |
| 25 | . 001 | 2565.4094 | $-.16867531$ | . 0098695670 |  | . 065749860 |  | . 065749840 |
| 26 | . 001 | 2772.0553 | . 16644992 | . 0094947223 | - | . 060045670 | - | . 060045652 |
| 27 | . 001 | 2986.7019 | $-.16433670$ | . 0091473118 |  | . 055022799 |  | . 055022783 |
| 28 | . 001 | 3209.3491 | . 16232616 | . 0088244301 | - | . 050579153 | - | . 050579135 |
| 29 | . 001 | 3439.9970 | $-.16040989$ | . 0085235677 |  | . 046630822 |  | . 046630802 |
| 30 | . 001 | 3678.6456 | . 15858042 | . 0082425463 | - | . 043108371 | - | . 043108354 |
| 31 | . 001 | 3925.2948 | $-.15683113$ | . 0079794657 |  | . 039953974 |  | . 039953955 |
| 32 | . 001 | 4179.9448 | 15515607 | . 0077326608 | - | . 037119167 | - | . 037119148 |
| 33 | . 001 | 4442.5954 | $-.15354990$ | . 0075006662 |  | . 034563106 |  | . 034563087 |
| 34 | . 001 | 4713.2469 | . 15200783 | . 0072821874 | - | . 032251191 | - | . 032251172 |
| 35 | . 001 | 4991.8990 | $-.15052550$ | . 0070760763 |  | . 030153955 |  | . 030153944 |
| 36 | . 001 | 5278.5520 | . 14909899 | . 0068813112 | - | . 028246191 | - | . 028246169 |
| 37 | . 001 | 5573.2059 | $-.14772471$ | . 0066969800 |  | . 026506235 |  | . 026506212 |
| 38 | . 001 | 5875.8606 | . 14639940 | . 0065222656 | - | . 024915397 | - | . 024915375 |
| 39 | . 001 | 6186.5164 | $-.14512008$ | . 0063564339 |  | . 023457479 |  | . 023457456 |
| 40 | . 001 | 6505.1731 | . 14388403 | . 0061988237 | - | . 022118401 | - | . 022118378 |
| 41 | . 001 | 6831.8309 | $-.14268873$ | . 0060488378 |  | . 020885869 |  | . 020885845 |

$\theta$ the integral need not be known accurately and so the deviation from the asymptote at the left end of Fig. 1 is not serious.


Figure 1. The Kernel $M(\theta)$

## Appendix

Derivation of the Asymptotic Approximation to $M(\theta)$. We seek a solution to (2) valid for small $\theta$. It is evident from the boundary conditions that the departure of $H$ from its initial condition, $H(y, 0)=0$, will first take place at $y=1$. The disturbance here will then gradually "penetrate" toward $y=0$. This suggests that for small $\theta$ we may substitute $z=1-y$ into (2) and find a solution valid for small $z$. This substitution followed by elimination of higher-order terms in $z$, yields the approximate equation

$$
\begin{equation*}
\partial^{2} H / \partial z^{2}=8 z(\partial H / \partial \theta) \tag{A1}
\end{equation*}
$$

The Laplace transform of (A1) with respect to $\theta$ is then

$$
d^{2} \bar{H} / d z^{2}-8 s z \bar{H}=0
$$

which has as a general solution

$$
\begin{equation*}
\bar{H}(z, s)=z^{1 / 2}\left[C_{1} I_{1 / 3}\left(\frac{2(8 s)^{1 / 2}}{3} z^{3 / 2}\right)+C_{2} I_{-1 / 3}\left(\frac{2(8 s)^{1 / 2}}{3} z^{3 / 2}\right)\right] . \tag{A2}
\end{equation*}
$$

For large argument, both Bessel functions in (A2) increase exponentially. To keep $\bar{H}(z, s)$ bounded, it is necessary to set $C_{2}=-C_{1}$. The condition

$$
z=0, \quad d \bar{H} / d z=-1 / s
$$

then yields, after some manipulation of the Bessel functions,

$$
\begin{equation*}
C_{2}=-C_{1}=\frac{\Gamma(1 / 3)}{3^{2 / 3} 2^{1 / 2} s^{7 / 6}} . \tag{A3}
\end{equation*}
$$

From the definition of $M(\theta)$, it is seen that

$$
\begin{equation*}
\bar{M}(s)=\left.s \bar{H}\right|_{y=1}=\left.s \bar{H}\right|_{z=0} \tag{A4}
\end{equation*}
$$

Evaluating $\left.\bar{H}\right|_{z=0}$ from (A2) and (A3), inserting the result into (A4), and simplifying, yields

$$
\bar{M}(s)=\frac{0.5 \Gamma(1 / 3)}{3^{1 / 3} \Gamma(2 / 3) s^{1 / 3}},
$$

which, upon inversion and re-arrangement, gives the function

$$
\begin{equation*}
M(\theta)=\frac{1}{3^{4 / 3} \Gamma(5 / 3) \theta^{2 / 3}} . \tag{A5}
\end{equation*}
$$

This is Eq. (13) of the text. Note that although $M(\theta)$ is infinite at $\theta=0$, the area under the curve is finite.
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